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Hidden Markov Chains

e Transition probabilities

025 03
e Initial probabilities = = (0.8,0.2)7

M = (mj :=P( —1))ij=1,2

{03 05
03 o 3 —\0.7 05
a
& e Emission probabilities,

e.g. Eqp = 0.5, Epe = 0.45.

Random source (X;) with values in X = {a,b,c}:

e.g. Px(Xy=a,X; =Db)=mea(a11€1p + a12€2n) + m2€2a(A21€1p + 822€2p)
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Alternative Formulation

05 045
025 0.3

abc abec e Transition probabilities

T T M = (mj :=P( —1))ij=1,2

0.3 05

@o o é} . _ (0_7 0_5)

.3
07 4
& %2 e Emission probabilities,
e.g. Eyp = 0.5,Epc = 0.45.

START

Alternative formulation: Let

— Ewv 0 —
Tv:=M ( 0 Esy ,v=a,b,c

then
Pty =50 =) = () T Tl (72

e Initial probabilities = = (0.8,0.2)7
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Identifiability of HMMs

[Blackwell and Koopmans, 1957]

e |dentifiability Problem: When do two HMMs give rise to equivalent processes?
Solutions:
e [to, Amari, Kobayashi (1992): exponential runtime
e AS (2008): linear runtime
e Whenis a process due to an HMM? Solution:
e Heller (1965): characterization of no practical use

e Remark: Hidden Markov process on d hidden states is uniquely determined by
its distribution on strings of length 2d — 1.
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Identifiability of HMMs

[Blackwell and Koopmans, 1957]

e |dentifiability Problem: When do two HMMs give rise to equivalent processes?
Solutions:

e [to, Amari, Kobayashi (1992): exponential runtime
e AS (2008): linear runtime

e Whenis a process due to an HMM? Solution:
e Heller (1965): characterization of no practical use

e Remark: Hidden Markov process on d hidden states is uniquely determined by
its distribution on strings of length 2d — 1.

e Question of practical relevance: when is a distribution on strings of length n
induced by an HMM with at most [ 3] hidden states?

e |f so, how many are there?

e Algebraic statistics can give answers!
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Algebraic Statistical Models

The Hidden Markov Model

Definition : Hidden Markov Model for d hidden states and strings of length n over the
pa

frg cd(d=1)+d|x] . (C\Z\"
((Ta = Moa)an)vﬁ) = (<1|TVn Tt Tv1\7T>)v:v1...vne>:"-
where 7,1 = (1,...,1)T € €%, M, 04 € € such that

1™ = 17

Ea i=]
Oa)i = a O, = Id.
O {0 2l Yo

a

Wanted: Equations describing
im (fn,q)
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Algebraic Statistical Models

The Matrix Markov Model

Definition : Matrix Markov Model of rank d for strings of length n

IVE clzld? . cl=”
((Ta)aes), ™) = ((LTvn--Twy [T)y=v; .. vpesn-
where 17 (3", Ta) = 1.
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Algebraic Statistical Models

The Matrix Markov Model

Definition : Matrix Markov Model of rank d for strings of length n

gng:  CIF clzl”
((Ta)aes), ™) = ((LTvn--Twy [T)y=v; .. vpesn-
where 17 (3", Ta) = 1.

Reminder : Hidden Markov Model on d hidden states for strings of length n

Cd?+(x|-1)d . iz
((Ta:Moa)aez)vﬂ) e ((1|TVn-~-TV1|7F))v:v1...vne>:"-

fod

Hence
im (fn,d) cim (gn,d )

Outlook
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Matrix Markov Model

Dimension

Lemma: Let S : CY9 — CY be an isomorphism such that 17S = 1Tand
T, = S7T,S
x' = S7Ix.
Then
9n,d((Ta)aex,X) = In,d((Ta)aex, X)
Theorem: Letn > 2d — 1.
dimimgnq = (|Z| - 1)d? +d.
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Differences

The Strassen Condition

Lemma: Equivalent statements:
0] .
On,d((Ta)aex, x) € imfq g
(i) [Strassen Condition]

Va,b,c € X: (Ta) 'Te(Tp) = (Tp)  Te(Ta) .
Remark: The Strassen Condition reflects that
Tc(Ta)_17Tc(Tb)_1

are simultaneously diagonalizable.
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The Strassen Condition

Lemma: Equivalent statements:
0] .
On,d((Ta)aex, x) € imfq g
(i) [Strassen Condition]

va,b,ceX: (Ta) 'To(Ty) " =(Ty) 'Te(Ta) "

Remark: The Strassen Condition reflects that
Tec (Ta)_17 Tc(Tb)_l
are simultaneously diagonalizable.

Corollary :
X ={ab}: imf,q=Iimgngq

since (ii) trivially satisfied for binary alphabet = = {a, b}.
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Main Theorem
The Hankel Matrix

e Letv € X". Write
p(v =vj...vn)
:=P(X1 =Vi1,...,; Xn = Vn).
for stochastic process (X;).
e Write
UV = Uq...UmVy...vy € EMTN

for concatenation of
U =U...un € X™ and
V =Vi..vp € T,

Outlook
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Main Theorem

e Letv € X". Write
p(v =Vvi...Vn)
:=P(X1 =Vi1,...,; Xn = Vn).
for stochastic process (X;).
e Write
UV = Uq...UmVy...vy € EMTN

for concatenation of
U =U...un € X™ and
V =Vi..vp € T,

The Hankel Matrix

e Consider the (infinite-dimensional) Hankel
matrix

Pp = [P(UV)]uyers € RE X
e Example (X ={0,1}):

p(0)  p(0) p(1)
p(0)  p(00)  p(10)
p(1) p(01) p(11)
Pp = | p(00) p(000) p(100)
p(01) p(001) p(101)
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Main Theorem
The Hankel Matrix

e Consider the (infinite-dimensional) Hankel

e Letv € X". Write >
matrix

p(V = V1...Vn) Pp = [p(UV)]u,vez* c RZ*XZ*.
= P(Xl =Vq,...,.Xn = Vn).
e Example (X ={0,1}):

for stochastic process (X;).
p(t)  p(O)  pI)

° write p(0) p(00)  p(10)
UV = Up...UmVq...Vy € M0 p(1) p(01) p(11)
Pp = [ p(00) p(000) p(100)

for concatenatiorr:jof p(01) p(001) p(101)
U =U...un € X™ and . . .
V =Vi..vp € T,

Remark: For p hidden Markov process on d hidden states:

I’k'Pp <d.
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Main Theorem

Set Theoretic Lemma

Lemma: Letn > 2d — 1. Then the following statements are equivalent:
0]
(P(v))vexn € (iMmgng \iMYna_1)
(ii)
tkPpd—1,d-1="KPy 0 rny="Pproy o =d

)

@

Outlook
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Main Theorem

Set Theoretic Lemma

Lemma: Letn > 2d — 1. Then the following statements are equivalent:
0]
(P(v))vexn € (iMmgng \iMYna_1)
(ii)
tkPpd—1,d-1="KPy 0 rny="Pproy o =d

Example: n=4,d =2

p(0)  p(0) p(1) p(00) p(01) p(10)
p(0)  p(00)  p(10)  p(000)  p(010)  p(100)
p(1) p(01) p(11) p(001) p(011)  p(101)

Pp.a2 = | P(00) p(000) p(100) p(0000) p(0100) p(1000)
p(01) p(001) p(101) p(0001) p(0101) p(1001)
p(10) p(010) p(110) p(0010) p(0110) p(1010)
p(11) p(011) p(111) p(0011) p(0111) p(1011)

The Main Theorem

p(11)
p(110)
p(111)

p(

p(
p(
p(

1100
1101
1110
1111

)
)
)
)

)

@
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Main Theorem
Invariants
Let
I= ( det(p(uiv))i<ij<d+r | O < Juil, vl < TS, Juyvi| <)
J = ( det(p(uivi)i<ij<d | O |uil vl <d =1 ).

Note: To obtain equations for strings of length n, replace
puv)= > p(uvw) for |uv|<n.

w,|w|=n—uv|

Theorem:
imgp g =radl :radJ.
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e Larger alphabets
e Pathological cases
e Transporter theorem
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Thanks for the attention!
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